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Abstract. The aim of current study is to compare two featats for age-based
classification of short texts as about 100 wordsgoghor. Besides widely used
n-grams text readability features are proposedhaaltarnative. By readability
features we mean different relative ratios of teldments as characters per
word, words per sentence, etc. Support Vector MeshiLogistic Regression,
and Bayesian algorithms were used to build modeksfaind that with 4-year
age gap between age groups readability features mere effective for classi-
fication than n-grams. With 2-year age gap thers m@ significant difference
in classification results between two feature sktsoth cases combined fea-
ture set yield to highest f-scores. Model gener&edple Logistic regression
and combined feature set yield to f-score 0.9.

Keywords: age detection, readability features, n-grams,stagiregression,
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1 Introduction

With a widespread of social media, one of the protd is related to anonymity. Peo-
ple can register accounts with false informatioowlthemselves. One class of this
kind on false information is related to user ageuiYger people might pretend to be
older in order to get access to sites that otherwéstrict access for them. In the same
time older people might pretend to be younger leoto communicate with young-
ster. As we can imagine, this kind of false infotima might lead to serious threats,
as for instance pedophilia or other criminal atigg.

The task of automatic age detection by analyzinigtem texts belongs to author-
ship profiling domain. There are two basic typedeaftures that are used for author-
ship profiling: Content-based features and stylgebafeatures. In linguistic terms



those style based features are connected to funetiods, and content-based features
to content words. Tam and Martel's [1] Support \dedtlachine model was able to
yield a 0.996 f-score when distinguishing teensnfradults using word trigram fea-
tures. One of the main problems of texts authorghddiling, in our case age detec-
tion, is that it is almost impossible to classifiog texts on the basis of those seman-
tic features. Probability that some sequence ofdgjoeven a single word, occur in
short text is too low and particular word charaets better the context [2] than au-
thor. Some authors use character n-grams frequetwigrofile users, but again, if we
speak about texts that are only about 100 wordg, lthese features can also be very
context dependent. Some authors [3] argue, tHatiat 10000 words is needed, other
that 5000 [4]. But if we think about business puwpof this kind of age detector,
especially when the purpose is to avoid some cahucts, then there is no time to
collect large amount of text written by particuleser.

Therefore we propose other set of features thastkicharacterize author’'s age in
shorter texts, namely text features that are ptsijoused to evaluate texts readabil-
ity. Texts readability indexes are developed alydaefore computerized text process-
ing, so for example Gunning Fog index [5] take® iatcount complex (or difficult)
words, those containing 3 or more syllables andeage number of words per sen-
tence. If sentence is too long and there are médfigult words, the text is considered
not easy to read and more education is neededderstand this kind of text. Gun-
ning Fog index is calculated with a formula (1)dvel

GunningFoglndex = 0.4x [vvords} +100x (complexvvordsj (1)
sentences words

We suppose that authors reading skills and wrikitis are correlated and by ana-
lyzing author’s text readability, we can concludmat his/her education level, which
at least to the particular age is correlated wittua age of an author. As readability
indexes work reliably on texts with about 100 worthese are good candidates for
our task. We do not use an actual Gunning Fog lmateany other readability index,
but we use the same variables as features in neadddanning. As a baseline another
n-gram based data set is tested and results angaced

2 M ethodology

21 Raw Data

We collected short written texts in average 93 wdahg. Author of texts are 9-44
years old. All texts in the collections are writtenthe same language (Estonian). All
those texts were digitalized and no errors wereected.



2.2 Features

In current study we used 3 types of training dasaseith readability features only,
with n-grams only and dataset where both readgb#iatures and n-grams are pre-
sent.

Readability features are quantitative data aboxtsteas for instance an average
number of characters in word, syllables in wordrdgoin sentences, commas in sen-
tence and relative frequency of words with 1, 2n.syllable. All together 14 differ-
ent features were extracted from each text plussiflaation variable (to which age
class text author belongs). Complex word in outuieaset is loan from Gunning Fog
Index [5], where it means words with 3 or more alylés. As Gunning Fog Index is
developed for English language, and in Estoniagdage average number of sylla-
bles per word is higher, we raised the number dalskes for complex word to 5.
Additionally we count the word complex if it has @Bmore characters.

As n-grams 188 character-bigrams were used. 188ikearot an arbitrary number,
it presents all occurred bigrams in whole collettid texts. Character unigrams were
not used because there was no significant differémainigram frequencies between
age groups. Character-trigrams were not used bethadrequencies were too low.

Both types of features are presented in Table 1.

Table 1. Feature sets. All used readability features atedihere, and out of 188 used
character-bigrams top 14 are here for illustratidnderscore ( _ ) symbol substitutes space.

No Readability features Character-bigram
features

1. Average number of Character in word is

2. Average number of Words in Sentence as

3. Complex Words to all Words ratio _t

4. Average number of Complex Words in Sentende i

5. Average number of Syllables per Word ta

6. Average number of Commas per Sentence in

7. 1 Syllable Words to all Words ratio te

8. 2 Syllable Words to all Words ratio ol

9. 3 Syllable Words to all Words ratio d_
10. 4 Syllable Words to all Words ratio al

11. 5 Syllable Words to all Words ratio t
12. 6 Syllable Words to all Words ratio _m
13. 7 Syllable Words to all Words ratio 0
14. 8 or more Syllable Words to all Words ratio. el




2.3  DataPreprocessing

We stored all the digitalized texts in local maehas separate files for each example.
A local program was created to extract all previpusted 14 readability features
from each text file, and also 188 character-bigfaatures. It opened all files one by
one; extracted features form each file, and sttinede values in a row of a comma-
separated file. In the end of every row it storethdabout age group. We chose ran-
domly three balanced datasets with 300 recordsagthddifferent age gaps: 9-15 and
20-44, 9-17 and 20-44, 9-15 and 18-44.

2.4 MachineLearning Algorithms and Technology

For classification we tested six popular machire#eng algorithms:

1. Support Vector Machine 4. Naive Bayes
2. Logistic regression 5. Naive Bayes Multinomial
3. Simple Logistic regression 6. Bayesian Logistic Regression

Motivation of choosing those algorithms is basedi@nature [6,7,8]. The suitability
of listed algorithms for given data types and foreg binary classification task was
also taken in to account. In our task we used Jandementations of listed algo-
rithms that are available in freeware data analyatkage Weka [9].

2.5 Validation

For evaluation we used 10 fold cross validationatinmodels. It means, we parti-
tioned our data to 10 even sized and random pamtsthen using one part for valida-
tion and other 9 as training dataset. We did stii®s and then averaged validation
results.

3 Results

3.1 Classification of age groups 9-15 and 20-44

With 4-year gap between age groups 9-15 and 20=ddability features outper-
formed bigrams with SVM and Logistic regressionsslfiers (Table 2). Logistic
regression and SVM vyield both to F-score 0.85. Bayeclassifiers were more effec-
tive with bigram features.

Combined dataset with readability features anddoigr yield to little better f-score
with standardized data (0.859), but performed powaith logistic regression. Simple
logistic regression was most successful with coetbifeatures and yield to f-score



0.9. Bayesian Logistic regression and Naive Baye#ihbmial fallowed with 0.886
and 0.882 accordingly.

Table 2. Age based classification of short texts writterfby5 and 20-44 year old authors

Classfier _ F-Scores _ :
Readability Features Character-bigrams ~ Combined
SVM 0.825 0.803 0.812
SVM standardized 0.850 0.814 0.859
SVM normalized 0.805 0.818 0.845
Logistic Regression 0.850 0.768 0.791
Simple Logistic 0.836 0.818 0.9
Naive Bayes 0.721 0.791 0.827
Naive Bayes Multin. 0.799 0.832 0.882
Bayesian Log. Reg. 0.791 0.827 0.886

3.2 Classfication of age groups 9-17 and 20-44

With a 2-years age gap between 17 and 20 Most ssitdelassifier-feature set com-
bination we tested was Naive Bayes Multinomial viatgrams (f-score 0.812). All
Bayesian classifiers were less effective with réddg features. Logistic Regression
classifiers were more successful with readabilstfires. There were no significant
differences with SVM, which yield with normalizedgbam features to f-score 0.801.
Similar result was achieved with standardized rbditha features and SVM (f-score
0.797).

Table 3. Age based classification of short texts writterfby7 and 20-44 year old authors

Classfier _ F-Scores _ .
Readability Features Character-bigrams  Combined
SVM 0.793 0.789 0.801
SVM standardized 0.797 0.777 0.793
SVM normalized 0.777 0.801 0.773
Logistic Regression 0.781 0.637 0.746
Simple Logistic 0.777 0.773 0.789
Naive Bayes 0.703 0.773 0.805
Naive Bayes Multin. 0.773 0.812 0.848
Bayesian Log. Reg. 0.757 0.809 0.871

Readability features are more effective with SVMtidindardized and bigrams if nor-
malized. This leads to the conflict in combinedtdea set, which cannot improve the
results. In both cases — standardization and naratiamin — combined data set yield to
lower results than one of separate data sets. Wdithstandardized/normalized data
and combined feature set classification f-score &&91. Using combined dataset,



where the bigram part is normalized and readabfétures standardized, can do
possible improvement.

3.3 Classification of age groups 9-15 and 18-44

Placing age gap two years earlier lead to improvernmeresults with most classifier-

feature combination (Table 4). Similarly to prevdodiata set (Table 3), all Bayesian
classifiers performed better with bigrams, whiladability features yield to better

results with Logistic and Simple Logistic regressio

Table 4. Age based classification of short texts writterfby5 and 18-44 year old authors

Classfier _ F-Scores _ .
Readability Features Character-bigrams  Combined
SVM 0.803 0.795 0.838
SVM standardized 0.799 0.82 0.863
SVM normalized 0.799 0.829 0.846
Logistic Regression 0.812 0.769 0.786
Simple Logistic 0.812 0.785 0.855
Naive Bayes 0.706 0.782 0.816
Naive Bayes Multin. 0.754 0.812 0.85
Bayesian Log. Reg. 0.769 0.825 0.876

With combined feature set most successful classifiere built by Bayesian Logistic
regression, which yield to f-score 0.876, SVM wittandardized data (0.863) and
Simple Logistic regression (0.855).

4 Discussion

Comparing results of different age gaps and featate, we can see (Fig. 1), that
readability features yield always to better clasatfon results with Logistic and Sim-
ple Logistic regression. Bayesian algorithms penfdyetter with bigram-based fea-
tures. Support Vector Machines yield formerly [@]good classification results with
n-gram features, but in our study readability feaduyield to better classifier if age
gap was 4 years. With 2-years age gap on 18-19gmifisant difference found be-
tween best classifiers generated with n-gram odalkiity features. With other 2-
years age gap (16-17) bigram-based features yielibtter classifier with Bayesian
Logistic Regression, but other Logistic Regressiod SVM yield to better results
with readabiliy features.

We do not have an explanation why Bayesian algostperformed always better
with bigram-based features. Further study is ne¢olethderstand this phenomenon.
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Fig. 1. Effect of features on age based classificatioh wifferent algorithms and age gaps.

As we can see, readability features depend mor¢henwidth of the age gap.
Wider age gap yield to better results with readigbfeatures, while bigram-based
results on first two charts (Fig. 1) are basicallntical.

By comparing results of three age groups we can@asclude that position of age
gap has influence on classification results. Redidafeatures are more suitable with
bigger age gap or with an age gap that is positiagagzounger age. With a gap on 16-
17 all results were better than with a gap on 18AK9n-grams depend on vocabulary,
and readability features on structure of the tewts,can conclude, that in age 16-17
bigger shift in vocabulary development and in wgtiwill occur, than in age 18-19.

In most cases combined features yield to bettadtsesHowever this was not the
case with Support Vector Machines if age gap wad96r 18-19. Bigram-based
features were more effective if normalized and abdlidy features when standard-
ized, therefore it leads to the conflict with comdxl data set. Standardization of read-
ability part of data set and normalization of bigrpart of data set may improve the
SVM classifier.

5 Conclusion

Automatic user age detection is a task of growimgdrtance in cyber-safety and
criminal investigations. One of the profiling prebis here is the amount of text
needed to perform reliable prediction. Usually lendexts are needed to make
assumptions about author’s age. In this paper stedenovel set of features for age-
based classification of very short texts (as ald®@@ words length). Used features are
known as text readability features, which are usedlifferent readability formulas,
as Gunning Fog, Flesch—Kincaid, etc. These featoreged to be suitable for auto-
matic age detection procedure. As a baseline weaoed readability features with n-
gram-based features, and in many cases readdbdityres yield to better classifica-



tion results. Combined datasets with readability argram features were most suc-
cessful. Simple Logistic Regression created bedfemnwith our data giving 90%
classification accuracy.

While this study has generated encouraging restitgs some limitations. As dif-
ferent readability indexes measure how many yeteslocation is needed to under-
stand the text, we can not assume that peopleinggant in our case writing, skills
will continuously improve during the whole life. Fonost people, the writing skill
level developed in high school will not improvether and therefore it is impossible
to discriminate between 25 and 30 years olds useimlyg readability features. But
these readability features might be still very ukaf discriminating between younger
age groups, as for instance 7-9, 10-11, 12-13. gther possible utility of similar
approach is to use it for predicting education l@fen adult author.

Interesting finding in this study was the effecfeditures on different classification
algorithms. Logistic Regressions yield always tdtdreresults with readability fea-
tures, while character bigram-based features wene suitable for Bayesian classifi-
ers. That phenomenon should be explained in figiwdies.

One limiting factor of current study is the langaagor different languages the ef-
fect of readability features may be different.

In order to increase the reliability of resultstuite studies should also include a
larger sample. The value of our work is to preseritability of a simple feature set
for age based classification of short texts. Andamécipate a more systematic and
in-depth study in the near future.
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