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ABSTRACT
The automated construction of business process models from tex-
tual documents is a challenging research area that still lacks the
ability to scale to a variety of real-world scenarios. Here, the lack
of massive annotated data makes deep learning approaches to per-
form the transformation of text into process model graphs nearly
infeasible. Furthermore, a processmodel is composed of non-trivial
conceptual entities and relations we need to capture in texts. To
solve these challenges, we adopt the GPT-3 Large Language Model
with a prompt-based in-context learning strategy in a multi-turn
dialog fashion to generate a process model out of process descrip-
tion.

Previous literature on this topic mainly focuses on the analysis
of the quantity of process model information extracted. However,
those results do not provide any insight into the overall process
model structure generated. Here, false positive and false negative
relations may change completely the process model graph struc-
ture by changing its semantics and leading to possible catastrophic
consequences in real scenarios.

In this paper, we focus on this aspect. We propose an analysis
of the process model generated, in the form of Directly Follows
Graph (DFG), starting from the information contained in the tex-
tual description of process models and procedures. Our contribu-
tion provides further insights into the understanding of the possi-
bilities and highlights the limits and challenges of adopting LLMs
to generate business process models out of textual documents.
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1 INTRODUCTION
The recent increase in computational power and the advent of new
Large Language Models (LLMs) are greatly changing the infor-
mation and communication technologies (ICT) systems. Manual
tasks that require a huge human eort to be completed, nowa-
days, start to be automatized by articial intelligence (AI) models.
Intelligent systems, co-pilots, and chat-bots are playing a crucial
role, especially in industry, opening up new possibilities to sup-
port businesses and helping companies to survive and compete in
fast business revolutions. These Intelligent systems can now ana-
lyze a great amount of data in an ecient way. They provide valu-
able support by reducing time, errors, and costs. Thus, researchers
from both academia and industry are interested in nding an au-
tomatic way to analyze the massive amount of textual documents
a company has to generate structured representations with dier-
ent expressivities (e.g., process models) of the information these
textual resources contain. Obtaining process models of processes
is vital to performing analyses and increasing the eciency of the
processes and procedures. However, the high cost of manually an-
alyzing and generating such representations from documents has
impeded the generation of such models, hampering process anal-
yses and thus lowering process performance.

A process model is a formal representation of a process per-
formed in a company. These models decompose the overall pro-
cess in single steps (called tasks) and provide the real picture of
a process to business analysts. Process models are vital to iden-
tify bottlenecks and problems and then make the necessary pro-
cess improvements to reduce resources, errors, times, and costs.
Textual descriptions of business processes (e.g., Standard Operat-
ing Procedure) are textual documents describing how a procedure
or a process is performed in a company, e.g., the process of han-
dling a customer claim. These descriptions that typically describe
a procedure “model” and not a specic process execution, should
be easy to understand by all the parties involved in the process.
However, the automatic extraction of the information they con-
tain is hampered by several challenges. The information they store
does not follow a common guideline. The format, writing style, and
structure of the document change from company to company. This
goal is also impacted negatively by the lack of massive annotated
data on textual descriptions of business processes, which makes
classical deep-learning approaches almost infeasible. Furthermore,
the multidimensional nature of the process model entities and re-
lations (e.g., ranging from temporal elements, like activities, and
their temporal order, to the resources manipulated by the activi-
ties, to the actors involved somehow in activity execution) makes
the generation of a process model from documents a challenging
research area.

Nowadays, Large Language Models (LLMs) are shifting the NLP
paradigm, opening the possibility to understand, analyze, and per-
form complex reasoning tasks over long and complicated textual
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Figure 1: In this gure, we show an example of the approach. The excerpt is taken from doc-1.2 of the PET dataset (see
Section 4.1). In this multi-turn dialog, the articial agent acting as domain expert guides the construction of the process
model, in the form of Directly Follows Graph (DFG), by answering the user. The user poses specic questions to extract the
process model elements and guide the construction incrementally. In the rst step, the user asks for the list of activities of
a process document to add activity nodes (green squares). Then, the user asks for the set of temporal relations between the
activities and uses the answer to add directly-follows relations (blue arrows) to the process model graph.

resources (such as a process model description) without being con-
strained to train a language model with a great amount of care-
fully annotated data specic to the particular task one may need
to solve. These advances have recently stimulated a growing body
of literature claiming for a possible integration at dierent stages
of LLM in the context of Business Process Management (BPM) [4,
5, 30]. In this paper, we in-context learning and the GPT-3 LLM to
perform the text-to-process model transformation.

Dierent from the literature contributions on this topic that
mainly focus on quantifying the extraction of process elements,
the contribution of this paper, therefore, is an in-depth exploration
of the structure of the process model to provide an in-depth under-
standing of their eectiveness beyond the pure quantitative mea-
sure of the quantity of process model information extracted. Since,
for example, the quantity of false positive and false negative re-
lations do not provide any insight into the overall process model
structure generated. The presence of these false relationsmay change
the structure and consequently, the semantics of the process model
with unpredictable negative consequences in real scenarios. It is
important to highlight that the aim of this work is not on the ap-
proach proposed to generate the process model. It is on the analy-
sis of the structure of the process model generated out of process
documents. To the best of our knowledge, this in-depth analysis
is performed for the rst time in the literature and can pave the
way for future research by shedding light on new challenges in
this topic.

2 RELATEDWORK
Our work aims at building a process model from scratch by start-
ing from a natural language description of a business process. Our
approach relies on the use of LLM and in-context learning tech-
niques. For these reasons, our work can be found at the intersec-
tion between BPM and NLP. In this section, we provide the liter-
ature contributions related to these two research elds. We begin

with the analysis of the contributions concerning process model
extraction from text in the BPM eld. Next, we analyze the con-
tributions concerning the use of LLM to extract information from
text and generate the structured representation, e.g., in the form of
knowledge base.

Process extraction from text task [3] aims to nd an algorithmic
transformation method to extract meaningful process model in-
formation from process descriptions and generate the underlined
process model in a specic formalism (e.g., BPMN). Several fac-
tors, such as the ambiguous nature of natural language, the multi-
ple possible writing styles, and the great variability of possible do-
mains of application make this task extremely challenging. Indeed,
as recent papers on this topic highlight [17, 28], this task is still in
an early stage of development and its adoption in real-world sce-
narios seems to be far away. The literature contributions propose
two distinct solutions to the process extraction from text task (see
Figure 2). The rst approach is a direct transformation of the input
text into a specic process model formalism. The mapping is per-
formed via a single function f (graphically depicted in the top part
of Figure) that analyses the text and generates the process model
diagram. This approach is typically implemented via a complex and

Figure 2: The gure, taken from [3], shows the two ap-
proaches proposed in the literature to perform process ex-
traction from text.
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ad-hoc tailored pipeline, as proposed in [29]. However, the advan-
tage of dening a tailored transformation can become a drawback
when the algorithmic function f is applied to dierent contexts.
A further approach towards the implementation of a direct map-
ping f is the exploitation of Articial Neural Networks. However,
nowadays, there does not exist any gold standard dataset that can
be adopted to train deep learning solutions to perform such trans-
formation. The second approach is a two-step transformation ap-
proach with intermediate representation. This approach follows
the principle of divide-and-conquest. Firstly, an analysis of the text
is performed andmeaningful process model elements are extracted
(fa ). These elements are memorized into a structured intermediate
representation (aworldmodel). Then, the second component of the
pipeline generates the process model in a specic formalism, start-
ing from the information contained in the world model (fb ). This
direction has been partially explored in [1, 9–11, 13, 21, 24, 29].
These contributions rely on template and rule-based approaches,
which often lack the exibility needed to fully cover the great vari-
ability of text one may encounter in this domain. Recent contribu-
tions [12, 20] try to leverage deep learning models to provide more
exibility to their approaches. But they (somehow ironically) tar-
geted highly structured text [12] or sequential lists of tasks [20],
thus avoiding the real-world problems just highlighted. The prob-
lems of leveraging the potential of deep learning solutions to solve
this task is the lack of the high quantities of carefully an-
notated data on textual descriptions [3] needed to make these
techniques work. The only annotated datasets providing gold stan-
dard annotation, the PET dataset [6] is too small in size to address
this data limitation issue. Creating annotation campaigns to col-
lect gold standard data specic to this task is dicult to organize
given the multi-perspective nature of process elements (activities,
data objects, process participant (actors), resources, ow objects,
and their mutual relations, among others), which require an artic-
ulated set of annotation labels and laborious planning. Therefore,
the adoption of an ecient way of deep learning techniques in this
topic seems to be a not-practicable way to follow.

The information extraction from textual resources is a founda-
tional NLP research area widely explored in the literature [18].
Specically on the use of LLMs, several works investigated the
use of LLMs to understand both linguistic and semantic proper-
ties of possible word representations and also how LLMs can be
exploited within specic knowledge and linguistic tasks. Concern-
ing the capability of LLMs to perform natural language inference,
the works proposed in [19] show how both BERT and ELMo-based
models are able to infer syntactic relationships from natural lan-
guage texts. Then, in [27], the authors investigate to what extent
language models encode sentence structure for dierent syntactic
and semantic phenomena and nd that they excel for the former
but only provide small improvements for tasks that fall into the lat-
ter category.While this provides insights into the linguistic knowl-
edge of languagemodels, it does not provide insights into their fac-
tual and commonsense knowledge. In [22] the authors introduced
a language model (LM) based on transformers which they called
generative pre-training (GPT-1). This work evolved in two further
versions: GPT-2 [23] and GPT-3 [7]. These LMs demonstrated their
suitability to work within zero-shot environments in several tasks
and their ability to store factual knowledge. Moreover, the authors

task instr. 1 List all the process model activities described in this process description:
[PROCESS DESCRIPTION].

task instr. 2 Lists all the directly-follows relations between the activities of this list:
[activity-list] of this process model description: [PROCESS DESCRIPTION]

Figure 3: The list of task instructions used in prompts.

of GPT-3 demonstrated how it is possible to perform ne-tuning
operations on the PLM in order to enhance its eectiveness within
specic tasks or domains. The authors of [14] exploited LLMs for
the construction and completion of knowledge bases and opened
interesting directions towards automation and high-precision cu-
rated knowledge base extraction. LLMs have been demonstrated
to be ecient language models to adopt to perform the extrac-
tion of information from semi-structured resources, as pursued in
Yago [26] and DBpedia [2]. Regarding the prompting techniques,
we can say that our approach is somehow similar to theDecompos-
ing Prompting approach [15] since we decompose the high-level
task into two smaller sub-tasks T1 and T2. These sub-tasks can be
seen as a type of intermediate states of the problems. Since there
are no more intermediate states to reason from the sub-tasks we
cannot be decomposed anymore. In our task we do not perform
any type of research (either breadth-rst or depth-rst) of process
model entities in the text and we do not need to reason on them,
e.g., as it is required to answer a single math question in isolation.
Also, since the focus of this paper is on the evaluation and not
on the approach, we do not apply Chain-of-Thought (CoT) [31] or
Tree-of-Thoughts (ToT) [32] strategies in our settings. These fam-
ily of techniques would have been a positive impact only if our
aim was to solve the overall task in one step. Finally, only the work
proposed in [4] proposed a new approach that aims at extracting
a KG of a process from process description documents, in an in-
cremental and conversational manner, exploiting Large language
models and in-context learning. The proposed approach extracts
conceptual information by posing specic questions to the LLM.
The answers are then used to instantiate elements and relations in
a domain-specic knowledge graph.

3 PROCESS MODEL GRAPH GENERATION
THROUGH PROMPTING AND IN-CONTEXT
LEARNING

The advent of the GPT-3 [7] LLM greatly changed the NLP para-
digmon how a languagemodel can be “ne-tuned” for task-specic
applications. A growing body of literature has demonstrated the
ability of the GPT-3 model to understand texts and solve tasks on
the texts in a human-like fashion. Indeed, it is able to solve complex
NLP tasks and generate good-quality task-related answers by un-
derstanding the text and the task instructions provided (see Fig. 4).
Furthermore, it can analyze and understand a large portion of text
at once, pushing far away the text limit of other transformer-like
language models such as BERT [8] or RoBERTa [16]. In addition,
it is possible to use in-context learning techniques with this LLM.
That means providing some examples of the task to solve together
with the text to analyze and the task instructions directly in the in-
put (called prompt), without doing a canonical ne-tuning of the
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model parameters toward a single specic downstream task. The
coupling of the in-context learning technique and the GPT-3 LLM
has been shown to be extremely useful to solve complex tasks that
suer from low-resource issue [4, 25].

Our experimental domain is impacted negatively by two chal-
lenges: (i) large input, and (ii) low-resource issues. Thus, we de-
cided to adopt in our investigations the GPT-3 LLM combined with
in-context learning technique. The GPT-3 model solves the rst
problem since it can analyze a large portion of text at once. The
in-context learning technique solves the second problem since it is
possible to instruct an LLM to solve a particular task using very
few examples of the task to solve. Hence, since our experimen-
tal domain suers from low-resource issues as well, we decided
to adopt in our investigations the GPT-3 LLM combined with in-
context learning technique.

3.1 Implementing the approach
The incremental approach we implement (see Fig. 1) is similar to
the one proposed in [4]. In This work, an LLM is used to generate
a Knowledge Graph out of procedural description documents. We
dier from this work in a substantial manner since we use dierent
task instructions, we assess our approach on a broad set of docu-
ments, and we do not focus on the performance of extraction and
generation. Therefore the results and lessons learned presented in
this paper are likely to pave the way for future eorts, possibly
involving dierent strategies, and maybe also other LLMs. Again,
we want to remark to the reader that the goal of this paper is not
on the approach. The focus is on the analysis of the process model
graph in the form of directly-follows graph, generated from textual
resources.

Similarly to [4], we designed two specic task instructions (see
Figure 3) to enable the extraction of activities (task instr. 1) and
their directly-follows (temporal) relations (task instr. 2). These task

Figure 4: The gure shows an example of theCov Prompt for
task T2. The blue line marks the in-context learning part of
the prompt where we provide the two gold standard exam-
ples texts and their list of gold standard activities, together
with task instructions (lines 1 and 3). We instruct the lan-
guage model on how to solve the task by providing the gold
standards Directly Follows Graph model (lines 2 and 4) for
each text. The yellow line marks the raw part of the prompt
where we provide only the text to analyze together with the
task instructions (line 5) and we wait for the answer (line
6). Intuitively, a R prompt is composed of the yellow part
only. The task instructions are the same in the in-context
learning and raw parts of a prompt.

Figure 5: The gure shows an example of a gold stan-
dard graph (a) and the predicted one (b). Circles represent
activities, black arrows represent a true positive directly-
follows relation, dashed red arrows represent a false posi-
tive directly-follows relation, and dotted orange arrows rep-
resent a false negative relation.

instructions, performed in an incremental manner (see Figure 1),
mimic the follow-up questions we may pose to a domain expert to
build our nal conceptual models (process model graph).

The next step is the construction of the input, called prompt, to
feed the LLM. We create a set of prompt templates with the proper
task instructions to simulate each step in the conversation. Before
feeding the prompt to the language model, we fulll the in-context
learning place-holders with gold standard examples of the task and
we provide task-related information, i.e., a list of activities, to the
prompt. Figure 4 shows an example of a prompt template we cus-
tomized in our experiments to enable in-context learning. Finally,
prompts are fed into the model to generate the answer and we use
the answers to generate the process model graph of a document.

4 EMPIRICAL ASSESSMENT
In this research, we adopt an LLM to generate the process model
from descriptions of process models. The focus of this research is
neither on the approach used to generate a process model graph
nor on the integration of prompting and in-context learning to
solve a complex task such as the extraction of conceptual entities
from text [5]. Dierent from the literature contribution in this topic
thatmainly concentrates on the exploitation of LLM to perform the
extraction of process model information from text, in this paper
we want to assess the quality of the process model graph gener-
ated from the answers. Since the solely quantitative analysis of the
conceptual information extracted from the text may hide the real
quality of the process model graph generated. For example, false
positive and false negative relations may change completely the
overall graph structure and create a false positive split point in the
process model or may create the opposite situation and generate a
linear structure instead of a more complex one (see Fig 5).

Our nal objective is to answer the meta-research: Are LLMs
good candidates to support the construction of domain-specic knowl-
edge graphs from texts in a low-resource scenario?. We decided to
decline this research question since it is too broad to be investi-
gated in a single article. In this work, we want to provide a partial
answer by answering to three more specic questions.
RQ1 Type of training examples. Does the quality of the exam-

ples provided inside the prompts to enable in-context learning
have a great impact on the quality of the structure of the pro-
cess model generated?
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RQ2 Building strategy. Within our incremental approach, does
the LLM generate better process model graphs starting from
the data it extracts as responses to the previous questions or
starting from gold-standard data?

RQ3 Usage of context.What is the impact of providing problem-
context information during prompting on the structure of the
process model generated? Does it help the LLM to generate
better results?

4.1 The PET dataset Dataset
In this Section, we briey introduce the PET dataset dataset [6], a
gold-standard dataset specic for process information extraction
tasks. The dataset is a collection of process model descriptions an-
notated at the textual level. It proposes a general process annota-
tion schema not related to any particular process model diagram
formalism. The annotations provide information about the overall
process model graph described. Our focus of interest in this re-
search targets the activities and their relations. An ‘activity” in a
process model represents a single task performed during the ex-
ecution of a process instance. That is the single task a user per-
forms or he is responsible for its execution. Activities are anno-
tated in PET dataset at their atomic level by dierentiating among,
i.e. the activity verb, e.g., check, the object it operates, called activ-
ity data the defect, and other details. In our experiments, we con-
sider as activity their combination (e.g., check the defect). Since we
are interested in the generation of a process model, we also con-
sider the temporal execution order between the activities that are
annotated in PET dataset as ow relation (e.g., bring in a defec-
tive computer→check the defect). In our experiments, we create the
gold standard process model, in the form of directly-follows graph
(DFG), starting from the annotation of activities and their (directly
follows) ow relation as annotated in PET.

4.2 The Tasks
The overall task we are assessing is the generation of a process
model out of a process model document starting from the predic-
tions of the LLM. We designed a multi-turn pipeline approach in
which each interaction extracts process model information and we
use it to generate the process model incrementally (see Figure 1).
Our dialog is composed of two steps. Each step corresponds to a
single task, designed to target the extraction of a particular element
or relation.

T1 In the rst step, we aim to extract the set of activities de-
scribed. To solve this task, we customize the prompt with
the task instruction: task instr. 1.

T2 In the third step, we target the extraction of the temporal re-
lation (directly follows relation) between the activities start-
ing from a process description and its list of activities. In
this case, we customize the prompt template with the task
instruction task instr. 2.

For each task, we created a set of prompt templates supporting the
extraction of process model information using the LLMs. We lled
the templates with the specic experimental settings, the proper
set of training examples, and the text we want to generate the pro-
cess model graph from (see Figure 4).

4.3 Experimental Setting
To provide solid answers to our research questions, we exploited
an experimental parameter to investigate each of our research ques-
tions. We use the parameters the customize the prompts.

Parameter 1 Quality of the examples provided in the in-context
learning component of prompts. The rst experimental
parameter we want to manipulate regards the choice of the
“quality” of the examples to enable in-context learning. We
want to test the hypothesis that good-quality examples that
cover somehow all the possible cases are more eective for
solving complex tasks, such as the one in our domain. This
parameter is explored to answer our RQ1.

Parameter 2 Building strategy. The second parameter we are
manipulating wants to address our RQ2. Here, we want to
assess the quality of the generation of a process model in
real-world scenarios where we start to build the model from
previously extracted data without any “gold standard” enti-
ties to rely on.

Parameter 3 Exploitation of contextual-domain information.
The third parameter we are manipulating wants to assess is
the impact of providing problem-context information to an-
swer to RQ3. The hypothesis is that by providing problem-
context information about the topic of the task to solve, the
structure of the process model generated should be more
similar to the gold standard one compared to the process
model generated without this information in prompt.

We explain the experimental parameters more in detail.

Parameter 1: Quality of the examples provided in the in-context
learning component of prompts. We designed in total four prompts
to test our RQ1: (1) Raw Prompt (2) Min Prompt (3) Max Prompt
(4) Cov Prompt

The Raw Prompt is a prompt without in-context learning (the
yellow component of Fig.4) since we do not provide any example
of the task to solve within the prompts. We use this prompt to test
the tasks on the bare LLM and to have a baseline to compare with.
In theMin Prompt, we provide a minimal set of examples in the in-
context learning component of the prompt. Here, we provide two
documents (docs 8.1 and 10.13) that present a process model with
a linear structure. This set of examples is used to understand if the
LLM can generate complex structures even if it has never seen a
complex one before (in the in-context learning examples). In other
words, we want to assess if the LLM can generate process models
with split and merging points without being exposed to them. We
tested the opposite scenario with theMax Prompt. Here, we pro-
vide two documents (docs 2.1 and 4.1) that both present a process
model with a complex structure composed of split and merging
points in the same models. This set of examples is used to test the
opposite situation than the Min Prompt. Providing the maximum
quality of information that covers “all the possible cases” (split
and merging points) should generate process models with com-
plex structures, that should be more similar to the gold standard
ones. Finally, in the Cov Prompt, we want to provide a balance be-
tween theMin Prompt and theMax Prompt. We selected these two
documents (docs 1.4 and 5.4) by constraining them to present the
maximum coverage of process model elements of our interest. The
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rst document has a split and a merging point while the second
in-context learning example presents two open split points only
but no merging point. We use this training set to assess if a bal-
anced set of examples could generate better results. This prompt
does not exacerbate the ratio between the quantity of the infor-
mation (in terms of process model structure) and the text example
length of the examples to be null (Raw Prompt), too stringent (Min
Prompt), or maximum (Max Prompt).

Parameter 2: Building strategy. The second parameter we ma-
nipulate assesses the quality of the generation of a process model
in a real extraction scenario. Here, we are interested in compar-
ing the quality of the process model generated starting from infor-
mation previously extracted against the process model generated
starting from gold standard data. We designed two settings: In-
cremental and GoldStandard. Under the Incremental setting,
we construct the process model starting from the data extracted
in task T1. Practically, we use the list of activity extracted to fulll
prompt templates in task T2. While in the GoldStandard setting,
we construct the process model graph starting from gold standard
data, by fullling the prompt templates with the list of gold stan-
dard activities.

Parameter 3 Exploitation of contextual-domain information. The
third parameter of the experimental setting targetRQ3 is to assess
if problem-context information that may be provided to prompts
may help the model to generate better process models. We de-
signed two experimental settings: not context enhanced and con-
text enhanced to address this research question. In not context en-
hanced, we do not provide any extra information about the topic
of the problem to solve in prompts. In context enhanced, we added
the contextual information about the domain of the task to solve, at
the beginning of the task instructions in prompts. Specically, the
problem-context information we are injecting instructs the LLM to
consider the context of Business Process Management.

In our research, even if conversationally use the GPT-3 model,
we do not aim to evaluate the quantity of correct information about
a process model graph extracted from text. Instead, we aim to eval-
uate the quality of the process model graph generated by compar-
ing it with the gold standard to provide insights for future research.
Thus, in our experiments, we use the text-davinci-003 engine of the
GPT-3 model and we set all the model’s parameters (e.g., sampling
temperature) to 0.0 to preserve the reproducibility of all results.
In summary, our training sets are composed of 6 documents in to-
tal, two for each in-context learning training set. We investigated
our research questions on a test set composed of the remaining
39 documents of the PET dataset. We performed 16 experimental
items as the results of the combination of all possible values of the
three parameters, i.e., 4 types of prompt, 2 building strategies, and
2 context enhancement settings for each test item of our test set 1.

5 QUALITATIVE ANALYSIS
We reported in Table 1 the analysis of the structure of predicted
processmodel graphs (DFGmodels).We compare the results against

1All the material associated with this research
is available at https://anonymous.4open.science/r/
Process-Model-Generation-Through-Prompting-a-Process-Model-Structure-Analysis-4638

the gold-standard statistics (rst row of the table). We split our
observations by the type of parameters we adopted to provide a
clear picture of the problem we are investigating. In this section,
we provide an analysis of how the structure of the generated pro-
cess model changes.

Parameter 1 Quality of the examples provided in the in-context
learning component of prompts. Comparing the prompts against
the gold standard, the generated DFG model representation has,
in general, fewer nodes and edges with fewer variabilities given
by the lower standard deviations. TheMax Prompt is an exception
to this trend since it can generate only several nodes resembling
the gold data. Looking at the process model structure generated,
we discover that all the prompts generate a linear structure 2. Only
the Max Prompt can generate more complex DFGs. However, Max
Prompt suers from text limit problem. Indeed, analyzing its statis-
tics in the table, the minimum number of edges found among the
predicted DFG models is 0. This means that it was unable to pro-
vide an answer about the directly-follows relations of a text. Here,
text limit causes the generation of some partial answers in tasks
when an LLM has to work with a long text. Hence, it occurred
that in the DFG model predicted by performing in-context learn-
ing with the longest texts we were able to nd only nodes, and
consequently, the presence of the largest number of isolated nodes
and isolated components. This explains the lower scores obtained
in the three tasks by text limit problem. Only the Cov Prompt gen-
erated DFG model structures without isolated nodes and compo-
nents. This couldmean that by using this prompt, the LLM can cor-
rectly connect all the information extracted previously. Also from
the qualitative perspective, we can positively answer toRQ1 since
the usage of dierent quality of information to enable in-context
learning in the prompts impacts dierently on the structure of the
process model generated, especially concerning the node isolation
aspect. In the end, we can say that using a set of documents that
present a high ratio between the coverage of process elements and
the text length appears to be a winning strategy.

Parameter 2 Building strategy. Through the comparison of the
two possible values for this parameter, we note a substantial dier-
ence between them in terms of edges and DFG model structures.
Since in the GoldStandard extraction context we start from the
list of gold-standard activities the number of nodes and the stan-
dard deviation remain almost the same among the four experimen-
tal prompts (Raw Prompt, Min Prompt, Max Prompt, Cov Prompt).
Providing gold-standard data to prompts, the LLM generates many
more relations and generates more complex DFGmodel structures,
i.e., the number of linear structures decreases considerably. The
partial answer problem, highlighted above, is still present in the
GoldStandard setting, causing the generation of many isolated
nodes and components in the Max Prompt. The Cov Prompt gen-
erated a large number of edges concerning the others. Instead, by
using the Incremental setting, we may observe how the number
of linearmodels generated dramatically increases. On the contrary,
wemay observe how the number of edges decreases by around 30%
on average. This aspect leads to the state that from a qualitative

2linear since the process model graph’s nodes have at most one incoming edge and
one outgoing edge.
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Table 1: Graph summary. The table reports the summary of the information about the structure of the directly-follows graphs
generated from predictions.We report the average size (avg), standard deviation (std), minimumnumber (min), andmaximum
number (max) of nodes and edges, and the graph topology information. We report in column l the total number of graphs
with a linear structure; in column s the total number of graphs that present only split points; in columnm the total number of
graphs that present only merging points; in column b the total number of graphs that presents both split and merging points;
in column i.n. the absolute number of isolated nodes; and in column i.c.. the absolute number of isolated components.

Incremental extraction context GoldStandard extraction context
node edge graph structure node edge graph structure

prompt avg std min max avg std min max l s m b i.n. i.c. avg std min max avg std min max l s m b i.n. i.c.

Gold-standard
9.85 5.6 4 32 10.03 6.5 3 35 6 8 0 25

not context enhanced
Raw 8.67 4.03 4 26 7.54 4.02 3 25 30 0 5 4 7 15 9.67 5.31 4 30 9.21 5.4 3 30 22 1 3 13
Min 8.92 4.08 4 23 7.95 4.01 3 22 34 0 1 4 1 4 9.72 5.33 4 30 8.90 5.44 3 30 24 2 7 6 2 5
Max 9.49 4.27 4 24 8.13 3.52 0 17 18 5 0 16 35 39 9.69 5.31 4 30 8.05 3.52 0 17 21 1 1 16 54 56
Cov 8.74 3.45 4 23 8.03 3.54 3 22 19 10 1 9 9.67 5.31 4 30 18,00 6,00 0 15 18 6 0 15 4

context enhanced
Raw 9.05 5.79 4 39 7.56 3.6 3 21 30 3 2 4 27 9.67 5.31 4 30 9.15 5.41 3 30 18 6 3 12 2 5
Min 8.72 3.83 4 23 7.72 3.7 3 22 35 0 0 4 1 5 9.72 5.33 4 30 8.92 5.46 3 30 24 2 6 7 2 5
Max 9.54 4.22 4 25 8.03 3.29 0 17 18 6 0 15 37 41 9.67 5.31 4 30 7.82 3.54 0 16 18 5 0 16 56 60
Cov 8.33 3.16 4 20 7.59 3.22 3 19 18 10 1 10 2 9.67 5.31 4 30 9.00 5.44 3 30 17 7 0 15 1 5

perspective, the RQ2 is not satised since the overall quality of
the DFG model generated with the Incremental setting is lower
concerning adopting the GoldStandard setting.

Parameter 3 Exploitation of contextual-domain information. The
usage of the problem-context information in prompts has a direct
positive eect on the DFG model structure predicted. It seems to
have the eect of making the overall DFG model structure more
robust. Indeed, by looking at the node statistics, we may see how
the number of nodes increases, while the standard deviation de-
creases. A dierent trend is found in the edge statistics that show a
reduction in both the number of edges and the standard deviation.
By analyzing the type of DFG model’s structure, the two extrac-
tion context settings show dierent trends. In the incremental ex-
traction context, only the Raw Prompt benets from the problem-
context information with a reduction of the number of isolated
nodes. In the GoldStandard extraction context, the addition of
contextual information increases the generation of more complex
DFG model structures and, at the same time, reduces the number
of linear DFG models. Finally, concerning RQ3, we may conclude
that from the qualitative perspective, the injection of contextual
information provides some light dierences within the structure
of the DFG model generated. Hence, the injection of contextual
information may still be an interesting research direction to ex-
plore.

6 CONCLUSION
In this paper, we provide a complementary perspective on the gen-
eration of a process model out of process description by analyzing
in a qualitative manner, the nodes, the edges, and the overall struc-
ture of the DFG models generated from the predictions performed
within tasks T1 and T2. This analysis would help to understand
the strengths and limitations of our approach. We look at these
aspects since they represent the basic building blocks to start to
build up process models, i.e., a directly-follows graph, out of the
LLM predictions.

Our analysis highlights that the quality of the task examples
shown to LLMs greatly impacts the quality of the results. Provid-
ing minimal examples to extract process models is not an eec-
tive strategy. Providing a high-quality set of examples that try to

cover somehow all the possible cases turned out to be an ecient
strategy, especially for what concerns the extraction of temporal
relations between activities. The quality of the predicted concep-
tual model (DFG model) is strongly connected to the quality of the
data we provide to the language model. The injection of problem-
context information has a large impact on a zero-shot learning set-
ting, no signicant eect on in-context learning settings, but it has
a little positive eect on the quality of the conceptual temporal re-
lation predicted. We cannot nd the nal answer to this point, and
we leave an in-depth understanding of the impact of injecting spe-
cic context information into LLMs for future research.

Overall, the experimental manipulations provided an in-depth
understanding of the impact of the information injectedwhile shed-
ding light on limitations and new challenges, opening up interest-
ing research directions to explore. We noted a text limit problem
that hampered the results. However, the advent of the new version
of the GPT model, should solve this problem once and for all and
it is expected to generate better process models.
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